# CSC 340 Software Development Project 1

23 January

Due: 11:59 PM, 8 February 2018

Name \_Brenton Belanger\_\_

## Problems:

Consider the data posted to the Web in the file “2018 Spring Project 1 data.txt”, which represent information describing the objects in the two classes illustrated in the chart below. For context, one might assume that the parameters are distances, such as space between bone features as measured on the skeletons of two groups (say pelvic measurements of males and females).

For questions 1-8, suppose that the measurements are multivariate normally distributed for each dimension for each class.

1. Find the *mean* *vectors* **m**1 and **m**2 for each of the classes. (Note: **m**1 and **m**2 are each n-by-1 vectors, where n=2.) Hint: This problem requires the computation of a **sum** of k n-by-1 vectors, and computing a scalar multiple, 1/k \* **sum**, of the **sum**, for each class. Here k is the number of measurement vectors in a given class, and **sum** is a vector that contains the sum of the measurement vectors in a class.

The mean for vector one is [2.12567500418182, 3.18256442081818]

The mean for vector two is [-0.229423759045454, -1.00712048863636]

1. Find the covariance matrices ****1 and ****2 for the classes. This problem requires several steps including:
   1. Subtracting the *mean* vector for each class from each of the measurement vectors in that class;
   2. Multiplying each resulting n-by-1 difference vector by its 1-by-n transpose to obtain an n x n product;
   3. Accumulating the sum of the n-by-n products for the class; and
   4. Multiplying the n-by-n sum for the class by a scalar, 1/k.

The covariance matrix ****1 =

The covariance matrix ****2 =

1. Find and report the ***determinants***, |****1| and |****2|, of the covariance matrices ****1 and ****2 for the classes. The solution to this problem *must* employ the determinant finder derived from the Gauss reduction algorithm.

Determinant of Covariance Matrix 1: 1.0692535232197

Determinant of Covariance Matrix 2: 2.59491542862553

1. Find and report the ***inverses***, ****1-1 and ****2-1, of the covariance matrices ****1 and ****2 for the classes. The solution for this problem *must* employ the inverse finder algorithm derived from the Gauss-Jordan reduction algorithm.

The inverse ****1-1 =

The inverse ****2-1 =

1. Find and report the discriminant functions g1(**x**) and g2(**x**) for the classes? Report these with the right-hand side of each equation ***in matrix form***. Refer to the classifier lecture notes for a detailed example. Feel free to use the equation editor in your word processor to write the equations; alternatively, a neat and legible, handwritten document may be submitted with these equations.

1.0692535232197)

1. Into which classes would your classifier place the points **m**1 and **m**2? Use your matrix tools to evaluate the discriminant functions to support your choices, and be sure to include both the evidence and your interpretation thereof.

My classifier placed m1 in class 1 and m2 in class 2. When the points m1 and m2 are put into both g1 and g2, the side the point is on will return zero.

1. Use your personally implemented matrix manipulation tools to determine how many classification errors occur when you apply the discriminant functions to the example data for each class?
   1. List the ***misclassified*** points separately for each class and provide the values of both discriminant functions g1(**x**) and g2(**x**) for each point (example vector) **x**. (Use a table showing **x**, g1(**x**), and g2(**x**) for each misclassified point **x** to organize this response.)

Class 1: 2/110 misclassified

|  |  |  |  |
| --- | --- | --- | --- |
| X | Y | G1 | G2 |
| 1.599019302 | -0.253828327 | -1.84009503499243 | -1.31174775004826 |
| 1.205375881 | 0.398881465 | -2.00374975117512 | -1.06104365380527 |

Class 2: 5/110 misclassified

|  |  |  |  |
| --- | --- | --- | --- |
| X | Y | G2 | G1 |
| 1.799171771 | 0.473503489 | -2.44429318603084 | -0.818988009612312 |
| 2.287938993 | 0.076076615 | -3.17603443062375 | -1.00020594544556 |
| 1.289376169 | 0.909520062 | -2.00326238246242 | -1.35101200639842 |
| 1.716910758 | 0.110969495 | -2.11294201434916 | -1.28177443441973 |
| 1.571012791 | 0.006267474 | -1.83694799010628 | -1.62303221378755 |

* 1. Summarize your findings by presenting a table of the tallies of correctly and incorrectly classified items. The table should contain one row and one column for each class. In the table, the entry in row j and column k should report the number of objects in class j that the classifier indicates would be in class k.)
     1. How many examples are correctly identified for each class?
     2. How many examples are incorrectly identified for each class?

1. Estimate and plot the boundary contour generated by the classifier.
   1. Notice that along the exact boundary contour g1(**x**) = g2(**x**) so that for an estimation of the boundary, | g1(**x**) - g2(**x**)| ≈ 0.0.
   2. Subdivide the area of interest into a grid and evaluate the magnitude of the difference of discriminant function values, |g1(**x**) - g2(**x**)| at the grid points.
   3. Choose and report a small value ε.
   4. When | g1(**x**) - g2(**x**)| < ε, report (so that you can plot) a boundary marker point.
2. Linear systems:
   1. If one a solution exists, use your implementation of Gauss-Jordan Elimination Algorithm to ***estimate the*** ***solution*** for the following linear system:  
      ![](data:image/x-wmf;base64,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)

Please supply your response with the variables in the order [x, y, z, w, a, b, c, d].

x= 5.04275955571779, y= 3.83626218908067, z= -1.14585180163738, w= 5.52291807894874, a=- 21.4025134275434, b= -0.281013714345309, c= -7.61730197632581, d= -5.24049642801272

* 1. What is the determinant of the coefficient matrix A?

The determinant is 19177.

* 1. If they exist, what are
     1. The inverse of the coefficient matrix A-1,

[0.895239088491422, -0.284455337122595, 0.166084371903843, -0.15622881576889, 0.340355634353653, 0.214997131981019, -0.0204411534650884, -0.731031965375189]

[0.40115763675236, -0.0326954163842103, 0.0713354539291861, -0.0846847786410805, 0.184491839182354, 0.0791573238775617, 0.175835636439485, -0.517755644782813]

[-0.0926630859884237, 0.0495385096730459, 0.0737341607133545, -0.0232048808468478, -0.128017938155082, -0.119935339208427, 0.00630964175835634, 0.299629764822444]

[0.518850706575585, -0.356729415445586, 0.323773270063096, -0.027637273817594, 0.27449548938833, 0.126818584762997, 0.0524586744537727, -0.822912864368775]

[-2.16384210251864, 1.33013505762111, -0.447567398446055, 0.724305157219586, -1.36366480679981, -0.851905928977421, -0.129530166345101, 3.3778484643062]

[0.0384836001460083, -0.222036814934557, -0.0610105855973301, -0.085466965635918, 0.07905303227825, 0.0638786045784012, 0.00750899515044062, 0.16650153830109]

[-0.787610158001773, 0.704124732752777, -0.263544871460604, 0.201752098868436, -0.403817072534807, -0.125775668769881, 0.017051676487459, 1.10726390989206]

[-0.610783751368827, 0.331595140011472, -0.17802576002503, 0.176252802836732, -0.241122177608594, -0.223861917922511, -0.0703968295353809, 0.814048078427283]

* + 1. The determinant of A-1, and

The determinant of A-1 is 5.21457996558377E-05

* + 1. The product of the determinants of A and A-1?  
         
       The product is 0.999999999999999, or ~ 1
  1. If A-1 exists, check your system solution results by performing the appropriate matrix multiplication and reporting the results.

1. If it exists, what is the ***condition number*** for the coefficient matrix for the system given in problem 9?

The condition number for the coefficient matrix is 8.56400896907755.